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INTRODUCTION
Problems:
1. Multiple instance learning (MIL) 
• Does not require perfect per-patch label assignment.
• It is important to construct good feature vectors to make the classification more accurate.

2. Cosine distance 
• A commonly used distance metric in contrastive learning
• Approximates the difference between local neighbors and is insufficient to represent the  distance between far-away points on 
a complicated, nonlinear manifold.

Motivation:
• To extend the current contrastive learning to represent the nonlinear feature manifold inspired by manifold learning.

Contributions:
• We introduce a novel integration of manifold geodesic distance in contrastive learning.
• We propose a geodesic-distance-based feature clustering for efficient contrastive loss evaluation using prototypes without brute-force pairwise feature similarity comparison 

while approximating the overall manifold geometry well.
• We demonstrate that the proposed method outperforms other state-of-the-art (SOTA) methods with a much smaller number of sub-classes without complicated prototype 

assignment.

METHOD
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Loss function for Deep Manifold Embedding Learning

𝒙𝒊: An arbitrary patch 

𝒙𝒋
𝒊: i-th patch in the j-th batch

f(·): feature extractor

𝒑+: positive prototype of the patch

𝒇 𝑸𝒋
𝑨 : a set of patch features in batch j from class A

𝑷𝑩: a set of prototypes from the sub-classes of class B 

𝐷(·): Hausdorff distance

𝒚: Ground-truth slide-level label

ෝ𝒚: Predicted label

∆: Margin

𝐿𝑡𝑜𝑡𝑎𝑙 =  𝐿𝑚𝑎𝑛𝑖𝑓𝑜𝑙𝑑 + 𝐿𝐶𝐸

𝐿𝑚𝑎𝑛𝑖𝑓𝑜𝑙𝑑 =  𝐿𝑖𝑛𝑡𝑟𝑎 + 𝐿𝑖𝑛𝑡𝑒𝑟

RESULT
• Classification performance on Intrahepatic Cholangiocarcinomas (IHCCs) 

subtype and liver cancer type dataset.

• Comparison of geodesic and cosine distance in feature space.

CONCLUSION
• We proposed a novel geodesic-distance-based contrastive learning for histopathology 

image classification.
• Unlike conventional cosine-distance based contrastive learning methods, our method 

can represent nonlinear feature manifold better and generate better discriminative 
features.

• Limitation: Extra computation time for graph generation and pairwise distance 
computation using the Dijkstra algorithm.

• Future work: Optimize the algorithm and apply our method to other datasets and tasks, 
such as multi-class classification problems and natural image datasets.
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